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Electrical resistance tomography (ERT) is a nondestructive evaluation technique that uses the internal conductivity variations of
materials to assess structural integrity. Due to the low instrumentation required, thewidespread use of ERTin the aerospace industry for
monitoring the accumulation of damage in aircraft components can lead to signifcant reductions in inspections andmaintenance costs.
However, implementing the ERTmethod for mapping the damage state of structural components made of carbon fber reinforced
polymeric (CFRP) composites is challenging due to the inability of this method to distinguish between damage modes such as
delamination and matrix cracking. Tis article explores the combined use of ERT and machine learning algorithms such as neural
networks, random forests, k-nearest neighbors, and support vector machines to classify and characterize delamination and matrix
cracking damage in CFRP laminates. Results show that the proposed classifcation algorithms can successfully estimate the damage
severity of delaminated composites in the presence of matrix cracking. Similarly, the classifcation algorithms can characterize these
independent damagemodes with an accuracy of 95%.Te algorithms showed robustness to predict the electrical resistance variations of
damaged composites and characterize delamination and matrix cracking damage even when intrinsic noise was considered. Although
neural networks characterized damagewith the highest accuracy, these algorithmswere also themost sensitive to noise. For applications
where instrumentation noise cannot be completely removed from the ERTsignals, the use of nearest neighbors is thus recommended.

1. Introduction

Carbon fber reinforced polymeric (CFRP) composites are
high-performance materials widely used in the aerospace
industry due to their excellent mechanical properties such as
durability, fatigue resistance, and high stifness-to-strength
ratios. Despite the advanced structural performance, very
few industry standards currently outline the critical damage
threats for composites. Tis lack of industry standards is
partly due to the lack of design criteria and comprehensive
analysis protocols for the complete damage-tolerance

evaluation of these materials. Consequently, certifcation
and design of primary and secondary composite aircraft
structural components must comply with the damage-tol-
erance requirement, which entails demonstrating a reliable
service life while retaining at least limited load capability in
the presence of damage (category of damage 1 and 2).
Damage should not grow or, if slow or arrested growth
occurs, the level of residual strength retained must be suf-
fciently above the limit load capability [1].

To assess damage threats in aircraft composite structural
components and comply with the damage-tolerance
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requirement, rigorous inspections and maintenance pro-
grams must be adopted to ensure structural integrity.
However, it is estimated that the inspection and mainte-
nance costs can account for more than 27% of the total life
cycle cost of the aircraft [2]. In 2019, the global maintenance,
repair, and overhaul (MRO) market accounted for 10.3% of
airlines’ operational costs [3]. One solution to reduce
maintenance expenditures is to adopt a condition-based
maintenance (CBM) approach, where the aircraft’s health
status is monitored at certain time intervals. If the safety of
the system at any point is jeopardized, maintenance is then
requested and conducted [4]. In CBM, the health status of
the structure can be monitored using diferent structural
health monitoring (SHM) techniques.

Te electrical resistance tomography (ERT) is a SHM
and nondestructive evaluation (NDE) technique that uses
the electrical conductivity variations in materials to assess
the structural integrity. It is an advantageous method be-
cause of the low instrumentation and costs required for
implementation, and it can be particularly benefcial for
monitoring the damage state of aircraft components during
the scheduled inspections between fights. ERT is an imaging
technique that reconstructs the in-plane conductivity inside
the material after undergoing electrical excitation (forward
problem). Damage identifcation is possible by solving the
inverse problem, which requires reconstruction of the in-
ternal conductivity from boundary voltage measurements
taken at the surface electrodes. Given the undamaged
conductivity feld, the damage parameters can be identifed
by evaluating the conductivity variations. A schematic of the
ERT problem for identifcation of damage in structural
components is shown in Figure 1. Te fgure also shows the
two-probe method, which uses the same pair of surface
electrodes for injecting electrical current and measuring the
boundary potential.

Since CFRP composites are highly conductive in the fber
direction, the ERT method can be used to evaluate the
structural integrity using the electrical conductivity varia-
tions these materials exhibit in the presence of damage. Te
capabilities of the ERTmethod for SHM of composites have
been demonstrated for traditional CFRP laminates [5–9] as
well as for composites with nano-reinforcements and con-
ductive coatings [10–13]. Te most recent advances in ERT
for SHM of composites are thoroughly described in the
topical review by Tallman and Smyl [14].

For composites, the ERT inverse problem is typically ill-
conditioned since diferent conductivity distributions can
lead to the same boundary voltage data. Additionally, re-
construction of the in-plane conductivity felds is compu-
tationally demanding because of the anisotropic
conductivity properties of these materials. Although highly
conductive in the fber direction, the electrical conductivity
of composites in the directions transverse and normal to the
fbers is two to three orders of magnitude lower, making the
inverse identifcation of damage more challenging. Another
problem is the through-the-thickness localization of damage
in composite laminates. Te traditional formulation of the
ERT inverse problem uses in-plane conductivity distribution
felds to map the internal damage. However, these electrical

variations are insufcient to characterize the damage’s in-
terlaminar location (i.e., delamination), and thus requires
extensive experimental data for accurate detection.

Te integration of artifcial intelligence and NDE tech-
niques proposes a new paradigm for diagnosing the damage
state of composite structures and the prognosis of the
remaining service life. Within the ERT framework, machine
learning (ML) tools can be employed to describe the elec-
trical behavior of composites and to characterize damage
signatures in the laminates based on boundary voltage
measurements. Te ERT method and diferent ML tech-
niques have been successfully used in chemical applications
[15], two-phase materials [16, 17], concrete structures
[18, 19], and industrial processes [20]. MLmodels developed
to assess the structural integrity of composite structures have
also been proposed based on vibrational signals [21, 22],
wave propagation [23], and signals from piezoelectric sen-
sors [24]. Te review by Elenchezhian et al. summarizes the
state-of-the-art for integrating ML and NDE methods for
diagnosis of damage in composites [25].

In only a few studies, ML algorithms have been used
along with the ERTmethod to describe the internal damage
state of composites. Schmidt [26] proposed classifcation
algorithms to infer the presence of delamination cracks and
cavities in composite laminates. Te algorithms studied
included neural networks (NN), k-nearest neighbors (KNN),
random forest (RF), and support vector machines (SVM).
Te problem was treated as a binary classifcation problem,
and the results showed these algorithms could successfully
predict the presence of such defects. In addition to the
detection and classifcation of damage, it is desired that the
proposed ML tools can also accurately characterize the state
of internal damage. To this end, regression algorithms are
required. Neural networks have been employed in the past to
characterize delamination cracks in composite structures
using ERT [27, 28]. Other surrogate modeling techniques
employed for damage identifcation in composites include
response surfaces [6, 29, 30], nonuniform rational B-splines
[31], and Kriging surrogates [32, 33].

Te models described above were capable of charac-
terizing delamination location and size. However, accurate
representation of the internal damage state of a composite
laminate also requires quantifcation of the matrix cracking
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Figure 1: Schematic of the ERT and two-probe methodology for
identifcation and characterization of damage.
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damage mode, as these cracks reduce the transverse and
shear strength of composites, leading to interlaminar failure
[34]. Diaz-Montiel et al. [35] used a surrogate-based opti-
mization approach for assessing the damage state of com-
posites with both delamination and transverse matrix
cracking using Kriging surrogates. Tese metamodeling
techniques successfully characterized delamination cracks in
the presence of matrix cracking, but they could not accu-
rately describe the homogenized efect of thematrix cracking
density on the electrical variations measured at the surface
electrodes.

Tis research explores the use of ML algorithms to
identify, classify, and characterize damage in composites
using ERT. Te ML algorithms must provide a low de-
tectability threshold and high reliability to characterize
damage in aerospace composite structural components to
comply with the damage-tolerance requirement of the in-
dustry. Tus, the objectives of this research are two-fold: (i)
propose ML classifcation algorithms that can estimate the
damage severity of composite laminates in the presence of
matrix cracks, and (ii) propose ML regression algorithms
that can characterize, with high accuracy, delamination and
matrix cracking damage.

After solving the ERT problem of composite laminates
with diferent delamination and matrix cracking damage
scenarios, ML algorithms were trained based on electrical
resistance measurements taken at the boundary electrodes.
Te methods studied include NN, KNN, SVM, and RF, and
the goal is to compare the predictive capability of these
algorithms in terms of spatial resolution and accuracy. Te
main contribution of this work is that it explores the in-
tegration of the ERT NDE method with several well-known
machine learning algorithms to identify, classify, and
characterize delamination and matrix cracking damage in
composites. Te obtained accuracy of the proposed ML
algorithms to detect and classify these independent damage
modes was up to 95%, outperforming previous similar
studies in which Kriging surrogate models were imple-
mented [35]. To the best of our knowledge, no other article
in the literature has reported a similar evaluation before.

Te rest of the document is organized as follows.
Section 2 introduces the governing equations of the ERT
method applied to composites. In Section 3 the machine
learning algorithms used in this work are briefy intro-
duced. Section 4 provides a detailed discussion on the use
of the ML to classify and characterize damage. Te results
are discussed in Section 5. Finally, the conclusions are
presented in Section 6.

2. Electrical Resistance Tomography for
Structural Health Monitoring of Composites

CFRP composites have anisotropic electrical conductivity
properties. Tese materials are highly conductive in the fber
direction, but in the in-plane transverse-to-fber and nor-
mal-to-plane directions, the conductivity is two and three
orders of magnitude smaller, respectively. For this reason,
the anisotropic conductivity tensor Σ of any ply in a laminate
can be expressed as follows:

Σ �

Σ1 0 0

0 Σ2 0

0 0 Σ3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (1)

where Σ1 is the conductivity along the fber direction, Σ2 is
the in-plane transverse-to-fber direction conductivity, and
Σ3 is the normal-to-plane direction conductivity. Damage in
the form of delamination and matrix cracking in composites
increases the resistivity of each of the plies as the electrical
current fow changes its path to the adjacent plies to get
around the cracks. Tese changes in the current path lead to
changes in the global potential feld, which can be captured
from electrical resistance or voltage measurements taken at
the surface electrodes.

Matrix cracking damage afects mainly the resistivity ρ2
and ρ3 of the laminate. After undergoing damage, the ho-
mogenized efective resistivity ρ∗2 of the laminate can be
expressed as follows [35]:

ρ∗2 � (1 − d)ρ2, (2)

where ρ2 � 1/Σ2 is the normal-to-fbre resistivity of the
undamaged ply. Te mesoscale damage parameter d rep-
resents the matrix cracking density of a ply in the composite,
where typical values of d range in between 0≤ d≤ 0.8 [36].

To capture the efect of the matrix cracking mode on the
overall potential feld relative to the sensing electrodes, the
resistance change due to transverse ply cracking is expressed
by the moments of the resistance change. Te frst four
integrated resistivity moments Mq, for q � 1 − 4, of a
composite laminate with respect to a reference axis located at
z0 are as follows:

Mq � 􏽘

p

k�1
􏽚

zk

z0

ρ∗2(k)
􏼒 􏼓z

qdz, (3)

where k is the number of transverse plies in a p-ply laminate,
and z is the through-the-thickness position along the ply
cross-section. Te lower limit of the integral is z0 � 0, while
the upper limit zk represents the z-coordinate of the lower
surface of each layer k.

Te governing equations describing the electrical be-
havior of a material with a conductivity feld over a domain
and the associated boundary conditions are given by the
following equations [8, 37]:

−∇ · (Σ∇u) � 0, x ∈ Ω, (4)

􏽚
el

Σ
zu

zn
dS � Il, l � 1, 2, . . . , L, (5a)

Σ
zu

zn
� 0, x ∈ zΩ\U

L
l�1 el, (5b)

u + ξΣ
zu

zn
� Ul, x ∈ el, l � 1, 2, . . . , L, (5c)

where Σ(x) is the anisotropic conductivity tensor that de-
scribes the spatial variations of the electrical conductivity,

Structural Control and Health Monitoring 3

 schm
, 2023, 1, D

ow
nloaded from

 https://onlinelibrary.w
iley.com

/doi/10.1155/2023/1675867, W
iley O

nline L
ibrary on [14/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



and u(x) the electric potential inside the body Ω measured
at the lth electrode.

Te frst boundary condition, equation (5a), implies that
the injected current Il at each electrode must be equal to the
integrated current density over that electrode el. Te second
boundary condition, equation (5b) indicates that currents
are zero at the boundary where electrodes are not present.
Finally, equation (5c) postulates that if perfect electric
contact between the electrode and the body Ω is assumed,
the contact resistance ξ term is neglected and the electrical
potential u inside the body equals Ul, the electric potential
under the electrode el.

Equations (4)–(5c) are often referred to as the forward
problem in ERT. To identify and characterize damage, the
inverse problem must be formulated. Te inverse problem
aims to fnd the in-plane conductivity change of the domain
which relates the predamage voltages to the postdamage
voltages [14]:

dΣ∗ � min
dΣ

dV − d􏽢V‖
2

+
����

����λLdΣ‖2􏼐 􏼑, (6)

where dV(Σ) is the change in the experimental voltage
measurements due to the change in conductivity distribu-
tion dΣ expressed between a reference and future states, and
d􏽢V(Σ) the model-predicted voltage changes corresponding
to a dΣ change. Since the inverse problem is severely ill-
posed, regularization schemes are generally included. Te
generalized Tikhonov regularization [38] is the simplest and
most common technique for tackling the ill-conditioning
problem.Te parameter λ and the regularization matrix L in
equation (6) above are typically heuristically defned by the
users to achieve a good trade-of between the ftted exper-
imental data and the inherent noise of the signals. Te need
of regularization in equation (6) is one of the current
challenges of the ERT inverse problems applied to the in-
verse identifcation of damage in composite laminates, as it
requires a priori knowledge of each composite laminate.

To reduce the computational cost associated with the
solution of the inverse problem in ERT, ML algorithms can
be used to identify damage descriptors in composite lami-
nates directly. Tese algorithms can be trained based on
electrical resistance measurements of composites in the
presence of damage and can then characterize the damage
signatures given any potential boundary feld.Te use of ML
tools addresses some of the current challenges of the ERT
method applied to composites, which includes the need for
regularization, the anisotropic electrical conductivity
properties, and the ill-conditioned nature of the inverse
problem.

3. Machine Learning Methods for Damage
Identification and Classification in
Composites

Diferent ML techniques are evaluated in this work to de-
scribe the electrical response of composite laminates in the
presence of delamination and matrix cracking damage.
Tese algorithms are used along with the ERTmethod to: (1)
classify the damage severity of delamination cracks; (2) for a

given damage state, predict the electrical resistance varia-
tions at the boundaries of the composite; and (3) for an
unknown damage state, characterize the delamination
damage shaping parameters and homogenized matrix
cracking saturation level.

Te frst problem requires the development of classif-
cation ML algorithms for estimating the damage severity of
composites. In this work, damage severity is defned in terms
of the delamination crack size x1. Following the study by
Kumar and Rai [39] in which composite laminates were
subjected to diferent levels of impact energy to create de-
lamination, three classes are defned herein: damage severity
class 1 (5mm<x1 ≤ 10mm), damage severity class 2
(10mm< x1 ≤ 20mm), and damage severity class 3
(20mm< x1 ≤ 30mm).

Te second problem requires the development of re-
gression ML algorithms for predicting the electrical resis-
tance variations of the composite in the presence of damage,
assuming a set of damage parameters that include delami-
nation size, location, and resistivity moments that represent
the matrix cracking damage state. Tis problem will allow us
to assess the accuracy of the regression ML algorithms that
will then be used for characterizing damage.

Te last problem requires predicting the delamination
descriptors (size and location) and the resistivity moments
associated with matrix damage, given the electrical resis-
tance measurements at diferent combinations of surface
electrodes. We compare diferent ML techniques to inves-
tigate which method will result in the most accurate esti-
mations of the damage state in the composite. Descriptions
of the ML techniques evaluated in this work are described
next.

3.1. Neural Networks. Neural networks (NN) architectures
are capable of representing complex functions by nonlinear
learned transformations [40]. NNs are machine learning
algorithms inspired by the human brain and composed of
artifcial neurons. Each neuron is represented by activation
units aj􏽮 􏽯, arranged in multiple layers: the input layer X �

xi | i � 1, 2, . . . , N􏼈 􏼉, where N is the number of inputs; the
output layer 􏽢Y � 􏽢yi | i � 1, 2, . . . , M􏼈 􏼉, where M is the
number of outputs; and the hidden layers
Z � z

(l)
i | l � 1, 2, . . . , L, i � 1, 2, . . . , K􏽮 􏽯, where L is the

number of hidden layers and K represents the number of
hidden units in the lth layer.

Each hidden layer z(l) of the network is defned by
equations (7) and (8) as the linear combinations of the
hidden units of the previous layer z

(l−1)
i􏽮 􏽯, followed by a

nonlinear activation function h(·) as follows [41]:

a
(l)
i � 􏽘

K

j�1
w

(l)
ij z

(l−1)
i + b

(l)
i , (7)

z
(l)
j � h a

(l)
j􏼐 􏼑, (8)

where w
(l)
ij and b

(l)
i represent the weights and biases pa-

rameters to the corresponding lth layer, respectively. If (l −

1) is the input layer, than z(0) � X.
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In order to train the network, it is necessary to defne a
loss function L(􏽢Y, Y) associated with each supervised ex-
ample (xi, yi), where Y � yi | i � 1, 2, . . . , M􏼈 􏼉 represents
the corresponding real values or labels.Te goal is to obtain a
global minimum of the loss function by using diferent
optimization methods [40]. Table 1 shows common hyper-
parameters values generally chosen for NN training.

3.2. Support Vector Machine. Te support vector machine
(SVM) is a supervised nonprobabilistic binary machine
learning technique proposed by Cortes and Vapnik [42]
used in classifcation and regression problems. Among the
advantages of SVM are that it works well with a small
number of features, is robust against the models’ errors, and
is computationally efcient compared to other ML algo-
rithms. Te SVM algorithm uses training data to determine
the best decision boundary that separates an n-dimensional
space into classes. When new data is classifed, the decision
boundary is used to assign it to the correct category. Te
decision boundary is called a hyperplane. Te SVM algo-
rithm transforms input vectors into a higher-dimensional
feature space, where a hyperplane is constructed for easier
class separation. Te optimal hyperplane is built for the two-
class classifcation problem by maximizing the distance
(margin) between data from both classes, becoming an
optimization problem. Nonlinear kernel functions perform
high-dimensional feature space transformation to maximize
the hyperplane margin [43]. Tus, the selection of the kernel
function has an important impact on the SVM performance.
Additionally, the C parameter, which controls the trade-of
between margin maximization and training error minimi-
zation, should be carefully selected [43]. As the value of C is
increased, the distance between the boundaries of the two
classes is reduced. Te multiclass problem is decomposed
into multiple binary subproblems and applied using the
same principle utilizing the one-vs-one or one-vs-all ap-
proach for multiclass classifcation. Te SVM algorithm
yields excellent performance when there is a clear separation
margin between classes. Also, it is memory efcient in many
cases. On the contrary, the algorithms do not perform well
when the data set is large or when the data instances are not
well separated, i.e., when they overlap. Table 2 shows
common hyper-parameters values generally chosen for SVM
training.

3.3. RandomForest. Random forest (RF) [44] is a supervised
ensemble learning technique for classifcation and regres-
sion based on decision trees (DT). A DT is a technique for
decision support that uses a tree structure. A DT has three
elements: decision nodes, leaf nodes, and root nodes.TeDT
algorithm divides data from the training set into branches in
the decision process until the algorithm attains a leaf node.
Tese nodes represent attributes that are used for predicting
the outcome. DTshows some disadvantages, such as bias and
overftting. To provide better performance than the DT al-
gorithm, RF uses multiple DT. Each DT is constructed by
randomly selecting data from the training set, using a
method known as bagging [45]. Te bagging procedure

selects a random sample of data in the training set with
replacement; i.e., individual data points can be chosen more
than once. Te models built with the data samples are
trained independently, and the algorithm makes the clas-
sifcation decision based on the class that was chosen by the
majority of DT, improving the prediction accuracy [45]. Te
main advantages of RF over DT are the reduced risk of
overftting and handling large datasets efciently. In con-
trast, it consumes more time and requires more computa-
tional resources than the DT algorithm. Te value of the
hypermeters in RF impacts the predictive power and speed
of the model. Table 3 shows common hyper-parameters
values generally chosen for RF training.

3.4.K-NearestNeighbor. Te k-nearest neighbor (kNN) [46]
is a nonparametric learning technique used for classifcation
and regression tasks. Te KNN algorithm compares a given
test data with the training data to fnd which is similar in
order to classify it [47]. Data used by the KNN algorithm is a
point in an n-dimensional space. Tereby, all the training
sets are stored in n-dimensional pattern space. To classify a
new instance using the KNN algorithm, it searches for the n-
dimensional space for the k training instances closest to the
given input. A distance metric, such as the Euclidian dis-
tance, is used to defne the proximity of the specifed input
and training instances. Te algorithm classifes a given input
instance as the most common class among its k neighbors.
When a new data instance is classifed, its distance from the
labeled object is calculated. Afterward, the number of nearest
neighbors is specifed. Lastly, the class classifed by most of
the k of nearest neighbors is allocated as the label to the given
instance.Temain advantages of KNN are that it is simple to
implement and that there is no need to build a model to use
it. However, it can perform slowly as the number of data
instances grow. Among the most important hyper-
parameters of the KNN algorithm are the distance function
and the value of k. Table 4 shows common hyper-parameters
values generally chosen for KNN training.

Te ML algorithms reviewed in this section have been
used successfully to address multiple classifcation and re-
gression problems. Since these algorithms use diferent
strategies to address the classifcation and regression
problems, their results may difer depending on the nature of
each situation. Due to their excellent, proven performance,
we chose to explore their provided accuracy in the context of
SHM and CFRP applications.

4. Application of Machine Learning
Techniques for Damage Classification and
Characterization in Composite Laminates

Tis section provides detailed information regarding the use
of the supervised ML algorithms employed to classify and
characterize damage in composite laminates using ERT.

4.1. Generation of SyntheticData. Te fnite element method
was used to simulate the electrical resistance variations of
composite laminates in the presence of matrix cracking and

Structural Control and Health Monitoring 5
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delamination by solving the forward problem outlined in
Section 2. A 2D Finite Element (FE) model of a 16-ply
laminate with 14 equally spaced surface electrodes was
considered. Te commercial software ANSYS Parametric
Design Language (APDL) Mechanical 15 was used to solve
the problem. Carbon-epoxy composite laminates of two
diferent stacking sequences were analyzed: (04/904)s and
[(0/90)4]s. While the later stacking sequence is represen-
tative of thick composite laminates, the frst stacking se-
quence is used to study the electrical response of thin
laminates. However, for consistency in the analysis, the
number of plies of same orientation in the (04/904)s laminate
was increased to match the thickness of the [(0/90)4]s

laminate. In both cases, anisotropic electrical conductivity
properties corresponding to a fber volume fraction of 62%
were used.Te surface electrodes were modeled as thin silver
flms, and isotropic conductivity properties were considered.

Eight-node quadrilateral planar elements (PLANE 230)
of element size 0.125mm were used, which resulted in one
element through the thickness of each ply. Delamination
damage was simulated by introducing doubly defned nodes
at regions of the crack surface and by altering the con-
nectivity of these nodes. Current and voltage were injected
and measured at the same pair of electrodes, following the
two-probe method in ERT. A schematic of the 2D FE model
of the composite laminate can be observed in Figure 2. Te
reader is referred to Diaz-Montiel et al. [35] for more in-
formation on the details of the FE modeling.

Te FE model was used to simulate the electrical be-
havior of composite laminates in the presence of delami-
nation and matrix cracking damage. Since a 2D FE model is
used, the matrix cracking damage mode only afects the
resistivity ρ2 of the 90° transverse plies. Design space of
damage cases was sampled from a Latin Hypercube

Table 2: Support vector machine hyper-parameter values.

Hyper-
parameter Description Selection

C value Controls the trade-of betweenmarginmaximization and training errorminimization. As the
C value increases, the error tends to increase. 0.01, 0.1, 1, 10, 100, 1000

Kernel Maps inputs into a higher-dimensional feature space. Linear, polynomial, radial,
sigmoid

Gamma Gamma value is a kernel variable. Controls the infuence of farest samples in the construction
of the boundary decision. As the gamma value increases, the model tends to overft.

0.0001, 0.001, 0.01, 0.1, 1,
10

Table 3: Random forest hyper-parameter values.

Hyper-parameter Description Selection
N_estimators Number of trees. 30, 50, 100, 300
Criterion Function to measure the split quality. Gini, entropy, mse
Max_depth Maximum depth of the tree. 10, 30, 50, 100
Min_samples_leaf Minimum number of samples required to be a leaf node. 3, 5, 10, 30
Max_features Number of features considered for best split. None, auto, sqrt, log2
Bootstrap Random sampling with replacement. True, false

Table 4: K-nearest neighbor hyper-parameter values.

Hyper-parameter Description Selection
N_neighbors Number of neighbors. 1, 3, 5, 10, 15, 30, 50
Algorithm Nearest neighbors algorithm implementation. Auto, ball_tree, kd_tree, brute
Leaf_size Leaf size passed to BallTree or KDTree. 1, 3, 10, 30, 50
Metric Distance metric. Euclidean, Manhattan, Minkowski

Table 1: Neural network hyper-parameter values.

Hyper-parameter Description Selection
Hidden layers Number of hidden layers in the network. 1, 2, 3
Activation units Number of activation units in each layer. 8, 16, 32, 48, 64, 128
Activation function Defnes the output of the activation units. ReLU, softmax, sigmoid, tanh, LeakyReLU
Optimizer Loss function optimization model. SGD, Adam, RMSprop
Learning rate Te amount that the weights are updated during training. 0.1, 0.01, 0.001, 0.0001
Batch size Number of samples used for each weight update iteration. 1, 16, 32, 64

6 Structural Control and Health Monitoring
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Sampling (LHS) design of 990 points to train the machine
learning algorithms. Te obtained synthetic data is struc-
tured in a matrix of resistance values R, in which each row
represents a damage case in the composite and each column
the electrode combination at which resistance was mea-
sured. Tus, the matrix takes the form as follows:

R �

r1,1 · · · r1,j · · · r1,M

⋮ ⋮ ⋮

ri,1 · · · ri,j · · · ri,M

⋮ ⋮ ⋮

rN,1 · · · rN,j · · · rN,M

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

where M is the number of observations, and N is the
number of damage cases. Since a total of ne � 14 electrodes
are considered, the possible number of electrode pair

combinations to serve as injection/measurement sites results
in C(ne, 2) � 91. An additional set of 100 test points sampled
from an LHS design was generated to assess the accuracy of
the trained algorithms.

4.1.1. Data Normalization. Data normalization is a common
preprocessing approach to make features contribute equally
to the model. Te performance of distance-based machine
learning algorithms such as NN, SVM, and KNN, are
commonly afected by the range of feature values.Tere exist
several feature normalization methods that transform raw
data into a particular range of values [48]. In this work, we
utilized two of the most common methods for data nor-
malization [48]:

(i) Min-Max normalization: scales and translates data
to a given range [Rmin, Rmax] by:

xi􏼂 􏼃MinMaxNorm �
xi − min xi( 􏼁

max xi( 􏼁 − min xi( 􏼁
(Rmax − Rmin) + Rmin, (10)

where xi denotes an instance of the data, and min(·)

and max(·) denotes the minimum and maximum
value of the ith feature, respectively. For our ex-
periments, we considered a feature range of
[Rmin, Rmax] � [0, 1].

(ii) Standard normalization (or z-score normalization):
scales features using the mean and standard devia-
tion data measures, resulting in values centered
around the mean with a unit standard deviation.
Standard normalization is represented by the
equation (11) as follows:

xi􏼂 􏼃StdNorm �
xi − μi

σi

, (11)

where μi and σi denote the mean and standard
deviation of the ith feature, respectively.

Standard normalization can be helpful when data follows
a Gaussian distribution. However, there is no specifc rule
for choosing a normalization approach, and it will depend
on data and machine learning techniques. For our experi-
ments, electrical resistance responses were scaled using

standard normalization, while damage size, location, and
matrix cracking damage values were scaled using min-max
normalization.

4.1.2. Multiplicative Gaussian Noise Simulation. One of the
limitations of the ERTmethod is its high sensitivity to noise.
Tis noise is often a result of uncertainties in the current
injection and/or voltage measurement processes. Although
the fnite element mesh introduces discretization errors due
to slight bias and interpolation errors, we also wanted to
assess the robustness of the proposed ML models when
diferent noise levels were added to the data.

Multiplicative noise is used since voltages and electrical
resistance values are linearly proportional to each other
(V � RI) under a fxed electrical current. Terefore, the
electrical resistance uncertainties will result in a propor-
tional rise in the voltage measurements uncertainties [26]. A
zero-mean multiplicative Gaussian noise was added to the
electrical resistance test data (100 LHS points) as follows.

Let ri be the ith electrical resistance signal compromising
the 91 electrode combinations responses. Let nij be a

0.5 mm 11.5 mm
2 

m
m

5 mm 105 mm

1 2 3 4 5 6 7

8 9 10 11 12 13 14

(04/904)s [(0/90)4]s

Figure 2: Schematic of the composite laminate model with surface electrodes used in the FE simulations to measure electrical resistance
values. Te two laminate stacking sequences considered in this work are also depicted.

Structural Control and Health Monitoring 7
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realization of zero-mean Gaussian distribution N(0, σ2)
where σ2 denotes the noise distribution variance. Te noisy
electrical signal values, r∗ij, are modeled by equation (12) as
follows [26]:

r∗ij � rij 1 + nij􏼐 􏼑,with nij ∼ N 0, σ2􏼐 􏼑, (12)

where nij values are assumed to be identically and inde-
pendently distributed. Terefore, for small σ2 values, nij

values will be closer to zero and r∗ij � rij(1 + nij) ≈ rij.
Figure 3 shows an example of electrical resistance signals
subjected to diferent levels of noise distributions and scaled
by standard normalization.

4.2. Hyper-Parameters Selection. Tere are two types of
parameters in machine learning models: the model pa-
rameters, which are learned directly from the data, and the
model hyper-parameters, which are used to control the
learning process. Te task of selecting the optimal hyper-
parameters values for a model is known as hyper-parameter
tuning. Determining the optimal hyper-parameters values is
crucial to achieving a high ML model performance [49].
Tere are diferent strategies for hyper-parameter tuning.
We utilized the most commonly used grid-search strategy
for traditional ML techniques, which consists of selecting
diferent hyper-parameters values and trying all the possible
confgurations. Grid-search was done utilizing the Grid-
SearchCV function from the Scikit-learn Python library [50].
For NN architectures, we used the Hyperas library [51]
which is based on Bayesian optimization [52]. Tables 1–4
show the values considered for each ML model for hyper-
parameter tuning. For a more detailed hyper-parameter
explanation, the reader is referred to [40, 43, 45, 47, 52].

4.3. Training. Let rΩ (see Section 4.1) be the set of electrical
resistance variations inside the composite laminate Ω,
measured at the ijth electrode combination. Let
xΩ � (x1, x2, x3, x4, x5, x6, x7) be the vector descriptor
containing the cracking size (x1), the horizontal (x2) and
vertical (x3) delamination location, and the conductivity
moments (x4, x5, x6, x7) inside the material Ω. A descrip-
tion of the range of these variables in the design space is
listed in Table 5.

For damage severity classifcation from electrical resis-
tance responses (rΩ), it was necessary to group the cracking
damages presented in composite materials and label them
according to the damage size (see Section 3). Tis grouping
produced three diferent classes: class 1 (198 points), class 2
(396 points), and class 3 (396 points). Ten, for each
evaluated model, hyper-parameter tuning was carried out
(see Section 4.2), resulting in the best hyper-parameter
confguration as shown in Table 6. After hyper-parameter
tuning, the proposed models were trained and validated
using the ftting (990 LHS) points under a 10-fold cross-
validation approach [53]. Once the models had been trained,
the ftted models were evaluated using the test (100 LHS)
points set. After hyper-parameter tuning, the best hyper-
parameter confguration is selected and evaluated using

10-fold cross-validation. Te best hyper-parameters for each
ML model are presented in Tables 6–8.

Te next experiment seeks to predict the electrical re-
sistance responses (rΩ) of the composite (Ω) given the
damage size, location, and matrix cracking damage (xΩ)
inside the material. First, hyper-parameter tuning was
carried out for each ML model. Table 7 shows the best
resulting hyper-parameter tuning confguration. Ten, we
trained and validated the ML techniques using the ftting
(900 LHS) points under a 10-fold cross-validation approach.
Te best models resulting from cross-validation were
evaluated using the test (100 LHS) points set.

Finally, the third problem consists of the inverse iden-
tifcation of delamination damage shaping descriptors and
conductivity moments associated with matrix cracking (xΩ)
given the composite electrical resistance values (rΩ). As in
the previous experiments, hyper-parameter tuning was
carried out to obtain the best values confguration, which is
presented in Table 8. Te machine learning techniques were
also trained and validated using the ftting (900 LHS) points
under a 10-fold cross-validation approach. Ten, the best
models resulting from cross-validation were evaluated using
the test (100 LHS) points set.

4.4. Evaluation Metrics. For the evaluation of severity
damage classifers, theML performance results are presented
in terms of precision, recall, accuracy, misclassifcation er-
ror, and the area under the receiver operating characteristic
(AUC-ROC) metrics [54].

Te precision and recall metrics describe the per-class
classifcation performance. Te precision value indicates
how many of the class predictions are true, while recall
indicates how many true classes are predicted correctly. Te
accuracy score indicates the number of correct predictions
out of the total cases, while the misclassifcation rate indi-
cates the number of incorrect predictions. Equations
(12)–(15) describe precision, recall, accuracy, and misclas-
sifcation error metrics as follows:

Precision �
TP

TP + FP
, (13)

Recall �
TP

TP + FN
, (14)

Accuracy �
TP + TN

TP + TN + FP + FN
, (15)

MisclassificationRate �
FP + FN

TP + TN + FP + FN
, (16)

where true positives (TP) and true negatives (TN) refer to
the cases where the model predicted the class correctly. In
contrast, false positives (FP) and false negatives (FN) are the
opposite cases; i.e., the model did not accurately predict the
class. Te AUC-ROC represents a trade-of between TP and
FP rates under diferent probability thresholds for the
predictive model.Te AUC-ROC score represents a measure
of separability; i.e., the higher the AUC-ROC values, the

8 Structural Control and Health Monitoring
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Table 5: Description and range of the variables used to represent delamination and matrix cracking damage.

Design variable Lower limit Upper limit Units
(04/904)a [(0/90)4]a

Delamination size x1 (5–30) (5–30) (mm)
Delamination horizontal location x2 (4.5–83) (4.5–83) (mm)
Delamination vertical location x3 (2–15) (2–15) Interlaminar
First resistivity moment x4 0.98 − 2.94 × 107 0.98 − 2.94 × 107 [(Ω · mm) · mm2]

Second resistivity moment x5 1.31 − 3.43 × 107 1.31 − 3.8 × 107 [(Ω · mm) · mm3]

Tird resistivity moment x6 1.96 − 4.41 × 107 1.96 − 5.51 × 107 [(Ω · mm) · mm4]

Fourth resistivity moment x7 3.14 − 6.10 × 107 3.14 − 8.55 × 107 [(Ω · mm) · mm5]

Table 6: Optimum hyper-parameters for classifcation of damage severity in composites.

Model Confguration

NN 1st layer� 128, 2nd layer� 32, output layer� 3, 1st activation� tanh, 2nd activation� relu, 3rd activation� softmax,
optimizer�Adam (lr� 0.01, decay� 0.01/100), batch size� 16, epochs� 100

KNN Algorithm� auto, leaf_size� 1, metric�minkowski, n_neighbors� 1
SVM C� 1000, gamma� 0.01, kernel� rbf
RF Bootstrap� false, criterion� gini, max_features� sqrt, n_estimators� 300, Min_samples_leaf� 3, max_depth�none

Table 7: Optimum hyper-parameters for resistance values predictions.

Model Confguration

NN 1st layer� 32, 2nd layer� 16, output layer� 91, 1st activation� LeakyReLU, 2nd activation� tanh, 3rd activation� LeakyReLU,
optimizer�Adam (lr� 0.01, decay� 0.01/2000), batch size� 16, epochs� 2000

KNN Algorithm� brute, leaf_size� 1, metric�minkowski, n_neighbors� 5
SVM C� 1000, gamma� 0.1, kernel� rbf
RF Bootstrap� true, criterion�mse, max_features� auto, n_estimators� 100, Min_samples_leaf� 3, max_depth� 50
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Figure 3: Example of electrical resistance signals corrupted by zero-mean multiplicative noise with diferent noise variance σ values and
scaled by standard normalization.
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better the model is at distinguishing between classes. All the
metrics mentioned above yield a value between 0 and 1. It is
important to note that the higher the metric value, the better
the model predicts.

For resistance responses and descriptor vector predic-
tions, we utilized the following metrics to evaluate and
compare the proposed ML models with the Kriging method
[35, 55]. Te maximum relative error (maxRE) and the
maximum root-mean-square error (maxRMSE) metrics are
described in equations (17) and (18), respectively, as follows:

maxi,j�1−N,M RE � maxj maxi

rij − 􏽢rij

rij

􏼠 􏼡􏼢 􏼣, (17)

maxi,j�1−N,MRMSE � maxj

����������������

1/N 􏽐
N
i�1 rij − 􏽢rij􏼐 􏼑

2
􏽱

rrms

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

(18)

where r and 􏽢r describe the measured and predicted resis-
tance responses, respectively. Te RMSE metric is nor-
malized using the root-mean-squared of the resistance
values correspondent to all damage cases N at each response
M with

rrms �

�������

1
N

􏽘

n

i�1
r2i

􏽶
􏽴

. (19)

Te maximum cross-validation error (max CV) con-
siders the maxRMSE of the total predictions obtained from
each test set corresponding to each 10-fold cross-validation.
Te root-mean-squared relative error (rmsRE) defned by
equation (20) as follows:

rmsRE �

���������������������

1
N

􏽘

N

i�1

xi − 􏽢xi

xref

i

⎛⎝ ⎞⎠ × 100⎡⎢⎢⎣ ⎤⎥⎥⎦

2
􏽶
􏽴

, (20)

where x and 􏽢x describe the measured and predicted de-
scriptor values, respectively, and xrefi represents the reference
values. Te relative errors for crack size (x1) are calculated
relative to the electrode center-to-center spacing. Te rel-
ative errors for a crack horizontal position are calculated
relative to the range of the variable x2 used for generating the
design space. Te relative errors for a crack vertical position
(x3) are calculated relative to the total number of plies in the
composite. Finally, the relative errors of variables x4 to x7
are calculated relative to the range of each of these variables.
For the (04/904)s stacking sequence, the resulting reference

values are xrefi � (16.5, 78.5, 16, (2.94 − 0.98) × 107, (3.43 −

1.31) × 107, (4.41 − 1.96) × 107, (6.10 − 3.14) × 107), and for
the [(0/90)4]s laminate, the resulting reference values are
xrefi � (16.5, 78.5, 16, (2.94 − 0.98) × 107, (3.8 − 1.31) × 107,
(5.51 − 1.96) × 107, (8.55 − 3.14) × 107).

5. Results and Discussions

5.1. Classifcation of Damage Severity. Te damage severity
classifcation results obtained from the 10-fold cross-vali-
dation are shown in Table 9. Results show that, for both types
of composites, NN architectures successfully classifed
damage severity, achieving performances about 95% of
accuracy and 98% of AUC-ROC for (04/904)s laminate and
94% of accuracy and 99% of AUC-ROC for [(0/90)4]s

material for the test set points. Most NN misclassifed errors
were presented in the second class, where damage sizes are
between (10mm<x1 ≤ 20mm). Tat is because some
damage sizes were too close to the limits of the classes.
Figure 4 shows the classifcation confusion matrices of both
composite materials.

Not far behind the NN performance, the SVM and RF
models obtained similar performances for [(0/90)4]s lami-
nate, while the KNN obtained the worst evaluation results on
both scenarios. Tese results confrmed those obtained by
Schmidt [26]. However, we cannot fully compare our results
with those obtained by Schmidt [26] because they performed
a binary classifcation analysis, whereas our work is a
multiclass classifcation analysis, i.e., the number of classes is
not the same. Nevertheless, as shown in Table 9 all models
achieved a high classifcation accuracy greater than 90%, for
most cases of the two laminates considered. Tese results
allow us to consider ML techniques as a feasible tool for
classifying damage severity in composite materials.

5.2. Electrical Resistance Responses Prediction. For electrical
resistance responses prediction we conducted regression
analysis. EvaluatedML performances for electrical resistance
response prediction for (04/904)s and [(0/90)4]s laminates
are presented in Table 10, in terms of maxCV, maxRE, and
maxRMSE. Te performance results of the evaluated models
were compared with those obtained by the Kriging method
[35]. It is important to note from Table 10 that the maxCV
results from the Kriging method were computed using the
leave-one-out cross-validation error, while for ML tech-
niques, a 10-fold cross-validation approach was used.
Nevertheless, the max RE and max RMSE errors were
equally computed on the same test point sets for all the
evaluated models.

Table 8: Optimum hyper-parameters for delamination damage and conductivity moments predictions.

Model Confguration

NN 1st layer� 128, 2nd layer� 32, output layer� 7, 1st activation� tanh, 2nd activation� relu, 3rd activation� softmax,
optimizer� adam (lr� 0.01, decay� 0.01/2000), batch size� 16, epochs� 2000

KNN Algorithm� auto, leaf_size� 1, metric�minkowski, n_neighbors� 1
SVM C� 1000, gamma� 0.01, kernel� rbf
RF Bootstrap� false, criterion�mse, max_features� sqrt, n_estimators� 300, Min_samples_leaf� 3, max_depth�none
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Although the maxCV errors were lower for the Kriging
method (see Table 10), its performance over the test points
sets was not the best. For both types of composites (04/904)s

and [(0/90)4]s, the NN architectures achieved the lowest
maxRE error, about 11%, and 14%, respectively, and the

maxRMSE error, about 15%, and 9%, respectively, compared
to the other models. In particular, NN models achieved
errors less than one-third and one-half for the (04/904)s land
[(0/90)4]s laminates, respectively, compared with those
obtained by the Kriging approach.

Table 9: ML techniques results at the ftting (990 LHS) and test (100 LHS) points for damage classifcation.

Model
(04/904)s [(0/90)4]s

Fitting points Test points Fitting points Test points
Accuracy (%) AUC (%) Accuracy (%) AUC (%) Accuracy (%) AUC (%) Accuracy (%) AUC (%)

NN 94.1 99.0 95.0 98.5 94.2 99.4 94.0 99.3
KNN 90.4 92.9 90.0 93.0 83.1 87.2 89.0 92.6
SVM 93.4 98.8 95.0 98.7 93.9 99.1 94.0 99.6
RF 92.5 98.8 92.0 99.0 90.0 98.1 93.0 98.8
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Figure 4: Confusion matrices of ML techniques for damage classifcation in (a)(04/904)s and (b)[(0/90)4]s composite laminates.

Table 10: ML techniques results at the ftting (900 LHS) and test (100 LHS) points for resistance values prediction.

Model
(04/904)s [(0/90)4]s

Fitting points Test points Fitting points Test points
max CV max RE (%) max RMSE (%) max CV max RE (%) max RMSE (%)

Kriging 0.006∗ 39.734 15.50 0.0149∗ 39.777 9.281
NN 0.017 11.016 3.288 0.0326 14.927 4.422
KNN 0.063 28.694 7.153 0.0877 44.209 9.876
SVM 0.094 37.368 10.161 0.114 45.562 14.079
RF 0.030 18.499 3.260 0.0465 22.660 6.120
∗max CV for kriging method is computed using leave-one-out cross-validation error.
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Figure 5: Inverse identifcation of delamination damage and conductivity moments for (a) (04/904)s and (b) [(0/90)4]s laminates.
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for (a) (04/904)s and (b) [(0/90)4]s laminates.
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On the other hand, even though the RF model achieved
maxRMSE errors that were not far from those obtained by the
NN architectures, the maxCV and maxRMSE values were not
too close. However, the RF maxRE errors are less than 23% and
themaxRMSE errors are less than 7% for both scenarios. Finally,
the SVM model obtained the worst performance, with maxRE
values around 40% and maxRMSE errors up to 10%. We can
observe that ML models can describe more accurately the
electrical behavior of the (04/904)s stacking sequences, in
particular NN and RF, and have achieved promising results that
could be a baseline for the development of more robust ML
models.

5.3. Delamination Damage and Conductivity Moments
Prediction. Our last experiment consists of the prediction
of cracking size, location, and conductivity moments by
means of electrical resistance responses for diferent lam-
inate stacking sequences, using regression methods. Per-
formance results of machine learning and Kriging [35]
models on the test points sets are summarized in Figure 5 in
terms of the rmsRE. From Figure 5, it can be observed that
delamination damage values and conductivity moments are
successfully identifed by the NN model regardless of the
laminate type.Te root-mean-square relative crack size and
location errors for NN architectures were less than 5%,
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Figure 7: ML models performance results of delamination damage (x1, x2, x3) and conductivity moments (x4, x5, x6, x7) prediction under
diferent levels of multiplicative gaussian noise for (04/904)s laminate.
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while the relative error associated with conductivity mo-
ments was around 6%. Cracking size (x1) and vertical
location of delamination (x3) seem to be the most difcult
values to predict for most models in the (04/904)s and
[(0/90)4]s composites. Furthermore, we can observe that
the Kriging model completely fails in predicting conduc-
tivity moments, with relative errors around 20% for both
types of the evaluated materials.

According to the evaluation results, the SVM and RF
could also identify the conductivity moments associated
with matrix cracking, with rmsRE values around 6%, for
both types of stacking sequences. However, RF models

obtained the higher errors on cracking size prediction,
with a rmsRE around 14%. Besides, for the (04/904)s

laminate, both models (SVM and RF) obtained errors up
to 15% for the prediction of the delamination inter-
laminar position (x3).

So far, NN models showed to identify the damage de-
scriptors from electrical resistance values successfully.
However, in order to verify these results, more experiments
with experimental data are needed. In the following section,
the simulation of noisy electrical resistance values was
evaluated to analyze the robustness of the models to small
perturbations in the data.
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Figure 9: Confusion matrices of ML techniques for damage classifcation of (04/904)s laminates.
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Figure 10: Confusion matrices of ML techniques for damage classifcation of [(0/90)4]s laminates.
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5.4. Performance of ML Models under Noise Perturbations.
In order to evaluate the robustness of the ML predictors, we
investigate the performance of the models assuming noise
cannot be removed entirely from the measurement signals at
the surface electrodes. Test set points were corrupted by
multiplicative Gaussian noise (see Section 4.1.2) at diferent
noise standard deviations (0.5%, 0.8%, 1%, 3%, and 5%)
repeated 30 times. Figure 6 shows the average results for the
cracking size classifcation problem assuming diferent noise
standard deviations (0.5%, 0.8%, 1%, 3%, and 5%) and 95%
confdence intervals (CIs).

As expected, as the standard noise deviation increases,
the misclassifcation rate increases for all the evaluated
models. From Figure 6, we can notice that, under 1% of noise
standard deviation, ML models’ performances keep under
15% of misclassifcation errors. However, with the noise
above σ � 1%, the errors increase very quickly. Tis error
increase is not a surprising result since electrical response
values corrupted by noise with standard deviations of σ �

3% and σ � 5% are signifcantly modifed compared with the
reference values (see Figure 3).

Again, NN models achieved the lowest misclassifcation
rates compared to the other evaluated methods for both
types of composites. Te NN models maintained errors
below 25%, except for σ � 5%, where the error was slightly
higher. On the other hand, SVM and RF obtained the worst
performances for (04/904)s and [(0/90)4]s materials,
respectively.

For the problem of delamination damage and conductivity
moments prediction, Figures 7 and 8 show the average results
assuming diferent noise standard deviations (0.8%, 1%, 3%, and
5%). Although the NN architectures successfully identifed the
delamination damage values and conductivity moments from
the electrical responses (see Figure 5), they do not seem to
maintain the same behavior under diferent levels of noise. From
Figures 7 and 8, we can observe that the root-mean-squared
relative errors of NN architectures were increased more than
threefold, even for low noise standard deviation values. On the
other hand, KNN and RF models showed higher robustness to
noise perturbations, with errors remaining below 20% in the
prediction of conductivity moments and delamination damage,
except for size prediction, where rmsRE increased to double for
the RFmodel. Surprisingly, the KNNmethod proved to bemore
robust to unexpected values compared to the evaluated models.

Figure 9 shows the confusion matrices of ML techniques
for damage classifcation of (04/904)s laminates, whereas
Figure 10 shows the confusionmatrices ofML techniques for
damage classifcation of [(0/90)4]s laminates.

6. Conclusions

Tis work addresses three problems related to the damage
identifcation and characterization in composite laminates
via ERT and supervised ML techniques, including NN,
KNN, SVM, and RF. Te proposed machine learning
techniques were trained and evaluated utilizing synthetic
data that simulates the electrical behavior of composite
laminates in the presence of delamination and matrix
cracking damage.

Te frst problem is classifying cracking damage severity
in the composite material given a set of electrical resistance
measurements. Results show that the NN and SVM models
successfully classifed damage severity. Te NN and SVM
cracking classifers achieved a 95% and 94% of accuracy for
(04/904)s and [(0/90)4]s laminates, respectively. Besides,
both models achieved AUC-ROC values up to 98% for the
two types of composites.

Te second problem addressed in this work is the
electrical resistance responses prediction of the composite
material employing delamination size, location, and con-
ductivity moments. Te ML evaluation results were favor-
able for the NN models. In particular, the NN models
reduced almost half of the maxRE and one-third of the
maxRMSE errors compared with those obtained by the
Kriging method for both laminate types.

Te last problem is the prediction of delamination damage
(size and location) and conductivity moments through elec-
trical resistance responses for the two types of stacking se-
quences. Evaluation results showed that the NN architecture
successfully identifed delamination damage parameters and
conductivity moments, with a rmsRE of about 6%. However,
KNN and RF models were more robust to noisy signals,
achieving errors lower than 20%.

Evaluating the performance of ML techniques using ex-
perimental data is necessary for a more robust study. Tis is
part of the authors’ future work. However, all the evaluations
presented in this work allow us to consider ML techniques as
feasible tools for identifying and predicting damage in com-
posite laminates using the ERT method. In addition, a larger
dataset could also be used in the future for developing deep
neural networks that could achieve more accurate predictions.
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